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Abstract- This study focuses on enhancing human activity classification using advanced 
machine learning techniques within a unique fuzzy rough framework. The framework, 
designed to handle imprecise and uncertain data, significantly boosts the classification 
accuracy of traditional ML algorithms. By integrating fuzzy rough set theory, the study 
addresses the challenges of noisy datasets and complex activity patterns. The methodological 
exploration involves collecting accelerometer and gyroscope data from wearable devices, 
followed by preprocess- ing for noise reduction and feature extraction. The innovative 
approach combines decision trees, support vector machines, and neural networks with fuzzy 
rough logic. Results indicate that the fuzzy rough-ML hybrids outperform conventional 
classifiers, especially in ambiguous conditions. This work underscores the framework's 
potential for practical applications and theoretical advancements, offering a robust foundation 
for future research in complex human activity classification scenarios. 
Index Terms-machine learning, human activity classification, fuzzy rough set theory, sensor 
data, wearable technology, data preprocessing, noise reduction, feature extraction, decision 
trees, support vector machines, neural networks, recall, Fl-score, data ambiguity 
 
I. INTRODUCTION 
The proliferation of wearable technology and mobile de- vices has revolutionized the 
continuous monitoring and analy- sis of human activities in recent years[l]. This innovation has 
spurred advancements in personal healthcare, sports science, and ambient assisted living, 
where precise activity recognition significantly enhances service delivery and user 
experience[2- 4]. Classifying human activities based on data captured from sensors like 
accelerometers and gyroscopes presents chal- lenges due to the variability in human motion 
and inherent noise in sensor data[S-9]. 
 
Traditional machine learning (ML) techniques offer robust frameworks for learning and 
prediction but often struggle with the complexity and uncertainty of sensor data. The 
integration of fuzzy rough set theory into ML classification models provides a promising 
solution. Fuzzy rough sets offer a methodological enhancement that improves the robustness 
and accuracy of activity classifiers. 
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This paper introduces a novel approach that combines fuzzy rough set theory with traditional 
ML techniques for more accurate human activity classification. This integration enhances data 
preprocessing, feature extraction, and classifica- tion outcomes in environments with imprecise 
or incomplete data. The work advances intelligent systems capable of effec- tive human activity 
recognition, bridging theoretical models and practical applications. The paper details the 
theoretical foundations, methodology, experimental setup, and results of the hybrid model. The 
fuzzy rough classifier utilizes fuzzy logic for imprecision in biometric features and rough set 
theory for discernible approximations, providing robust and flexible decision-making, 
especially under uncertain conditions. 

 
Fig. 1. Fuzzy Rough Clsssifier 

A. Literature Survey 
The classification of human activities via machine learning presents significant challenges and 
opportunities, especially when interfaced with fuzzy rough domains, which are essential for 
dealing with uncertainty and imprecision in data. Over the past 15 years, research has evolved 
to address the complexities associated with these classifications, utilizing advanced algo- 
rithms and methodologies to enhance accuracy and efficiency. Mannini and Sabatini (2011) 
explored accelerometry-based classification using Markov modeling, highlighting the 
effecttiveness of Hidden Markov Model (HMM) classifiers over Gaussian Mixture Model 
(GMM) classifiers due to their ability to incorporate movement dynamics into the classification 
process, which is crucial for activities that involve complex motion patterns (Accelerometry-
Based Classification of Hu- man Activities Using Markov Modeling). 
Kalkan and Ar (2023) reported on the classification of human activities through smart device 
measurements, focusing on the use of machine learning algorithms like KNN and Random 
Forest to predict human activity from sensor data, highlighting the advancements in Human 
Activity Recognition (HAR) systems (Classification of human activities by smart device 
measurements). 
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A novel approach was introduced by Zhu et al. (2020), who developed a hybrid CNN-LSTM 
network for radar-based classification. Their model treated radar spectrograms as time 
sequences, enabling superior extraction of spatio-temporal characteristics, a significant step 
forward in radar-based human activity recognition (A Hybrid CNN-LSTM Network for the 
Classification of Human Activities Based on Micro-Doppler Radar). 
Qi et al. (2019) proposed a position-infonnation-indexed classifier to enhance through-wall 
detection and classification of human activities using UWB bio-radar. This method im- proved 
recognition and classification performance by utilizing position infonnation, demonstrating the 
potential for improved accuracy in challenging environments (Position-Information- Indexed 
Classifier for Improved Through-Wall Detection and Classification of Human Activities Using 
UWB Bio-Radar). 
Furthennore, Dikshit-Ratnaparkhi et al. (2019) conducted a performance analysis of an optimal 
attribute generation algo- rithm for multiclass ECG in the fuzzy rough domain, showcas- ing 
the application of fuzzy rough sets for attribute reduction in healthcare, which could be adapted 
for more efficient and accurate activity classification (Performance Analysis of Symmetric 
Uncertainty based Optimal Attribute Generation Algorithm for Multiclass ECG in Fuzzy 
Rough Domain). 
Human recognition in the context of computer vision and human-computer interaction has seen 
a diverse application of methodologies ranging from traditional handcrafted feature- based 
approaches to modern deep learning techniques. Fuzzy rough domains, particularly in 
ensemble methods and feature selection, have shown promise in improving the robustness and 
accuracy of classifiers under uncertain conditions. Deep learning, on the other hand, has 
significantly advanced the field by automating feature extraction and improving recognition 
rates across diverse and complex environments. The methods applied across the reviewed 
studies vary significantly. Fuzzy rough domain techniques often involve the integration of 
fuzzy set theory and rough set theory to handle imprecision and uncertainty in data, which is 
common in human move- ment data captured through sensors or videos. Deep learning 
approaches, especially those involving Convolutional Neural Networks (CNNs) and Recurrent 
Neural Networks (RNNs), leverage large volumes of data to learn feature hierarchies 
automatically, without explicit programming for feature extrac- tion. Studies employing fuzzy 
rough set methods often focus on the interpretability of the model and the robust handling of 
uncertain and imprecise data, which is a typical challenge in human movement recognition. 
For example, ensemble meth- ods that integrate fuzzy rough approaches tend to demonstrate 
enhanced performance in scenarios with ambiguous or over- lapping action categories. In 
contrast, deep learning models, particularly those using multi-view inputs or 3D convolutional 
approaches, have shown superior performance in tenns of accuracy and the ability to generalize 
across different human activities and environments. Techniques like the Lite-3D CNN 
combined with attention mechanisms have been noted for their efficiency in handling complex 
human movements by focusing on relevant features dynamically during the learning process. 
B. Research Gap and analysis of different approaches 
A notable gap in the literature is the comparative analysis of fuzzy rough domain methods and 
advanced deep learning models using standardized datasets. Many studies focus on individual 
methodologies without direct comparisons, making it difficult to identify the best approach 
under different condi- tions. 
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Fuzzy rough domain methods are strong in their robustness to noise and ability to handle data 
ambiguity effectively. However, they often require meticulous tuning and may not scale well 
with large datasets. Deep learning approaches thrive with substantial labeled data, achieving 
high accuracy and adaptability, but often at the expense of requiring significant computational 
resources and lacking transparency in decision- making. 
Integrating fuzzy rough domain methods into deep learning frameworks, possibly in 
preprocessing or by creating hybrid models, could leverage the strengths of both approaches, 
resulting in more robust, accurate, and interpretable human recognition systems. The 
methodological advancements in classifying human activities through machine learning in 
fuzzy rough domains have shown promise, particularly in fields like healthcare, where 
precision and reliability are essential. 
II. METHODOLOGY 
Feature extraction is a critical step in building a Fuzzy Rough Classifier (FRC) as shown in Fig 
l for human move- ment recognition, as it involves transforming raw data into a format that is 
more manageable and informative for classifi- cation. Here's an elaboration on the feature 
extraction process specifically tailored for human movement recognition, and a comparison 
with the capabilities and contributions of fuzzy rough methods in enhancing this process. The 
same can be seen in Fig2 
• Enhanced Feature Selection: Fuzzy Rough Set Theory (FRST) aids in selecting the 
most relevant features from a large set by considering not only the individual predictive power 
of each feature but also its interaction with others. This is particularly useful in complex 
scenarios where different movements share similar characteristics. 
• Uncertainty Management: Fuzzy sets allow for the rep- resentation of data imprecision, 
especially beneficial in human movement recognition where sensor errors or ambiguous 
movements occur. For example, during slow or transitional movements, sensor readings might 
not be distinctly classifiable into predefined categories. 
•  Robust Classification Rules: By forming lower and upper approximation sets in 
rough set theory, the FRC can create more robust classification rules. The lower approx- 
imation includes instances that clearly belong to a class, while the upper approximation 
tolerates some uncertainty, including instances that could potentially belong to a class. 
•  Adaptability and Flexibility: FRC uses the fuzzy mem- bership values 
integrated with rough set boundaries to adapt the classifier to different individuals and varying 
movement styles. This flexibility is crucial in personal- ized health monitoring or sports 
coaching applications where individual movement patterns vary significantly. 
  
A. Feature Extraction Process for Human Movement Recog- nition 
1)  Data Capture: Data is captured using sensors such as accelerometers, 
gyroscopes, or motion capture systems. These devices record the dynamic movements of 
human subjects performing various activities. 
2) Signal Preprocessing: The raw data from these sensors often contains noise and 
irrelevant information. Signal preprocessing techniques such as smoothing, filtering, and 
normalization are applied to clean and standardize the data, making it suitable for feature 
extraction. 
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3) Segmentation: The continuous stream of sensor data is segmented into meaningful units 
or windows. Each segment corresponds to a specific movement or a phase of an activity. The 
window size can affect both the res- olution and the performance of the recognition system. 
4) Feature Calculation: From each segment, features are calculated to represent the 
essential characteristics of the movement. These features include: 
• Time-domain features: Such as mean, standard deviation, and amplitude. 
• Frequency-domain features: Including Fourier Transform coefficients or power spectral 
density. 
• Statistical features: Such as correlation between signals from different sensors, entropy, 
and kurtosis. 
III. COMPARISON WITH Fuzzy ROUGH METHODS 
Fuzzy Rough methods can enhance each step of this process, particularly in handling 
uncertainty and imprecision inherent in human movement data: 
• 
In summary, while traditional feature extraction methods focus on deriving the most descriptive 
and discriminative attributes from the sensor data, integrating fuzzy rough methods pro- vides 
additional layers of adaptability and robustness. This integration is particularly effective in 
managing the inherent uncertainties of human movement recognition, making the system more 
reliable and accurate under varying conditions. 

 
Fig. 2. Proposed Methodology 

 
Fig. 3. Proposed FR Classifier 

  
• Power Management: If battery-powered, include a bat- tery management IC and 
consider power efficiency. 
 
C. Design the Schematic 
• Connect sensors to the microcontroller via I2C or SPI. 
• Integrate the communication module with the microcon- troller via UART or SPI. 
• Add power supply circuits with voltage regulators and filtering capacitors. 
• Include programming interfaces, like USE-to-serial con- verters, for firmware updates. 
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Fig. 4. PCB Layout 

 
IV. HARDWARE CONSIDERATION AND PCB DESIGN 
To generate a PCB layout for a human movement recogni- tion system, several factors need to 
be considered, including the choice of sensors, microcontroller, communication mod- ules, and 
other peripheral components. This guide provides a step-by-step approach to designing an 
effective PCB for this application. 
A. Define the Requirements 
• Sensors: For human movement recognition, common sensors include accelerometers, 
gyroscopes, and possibly magnetometers. Decide whether you need 3-axis or 6-axis IMU 
(Inertial Measurement Unit) sensors. 
•  Microcontroller: Choose a microcontroller that can ef- fectively process the 
sensor data. It should have enough GPIOs (General Purpose Input Output), ADC (Analog to 
Digital Converter) channels, and communication inter- faces like l2C or SPI. 
•  Communication: Determine if the device will use wire- less communication 
(e.g., Bluetooth, WiFi) to transmit data to a central processing unit or a smartphone. 
• Power Supply: Decide whether the device will be pow- ered by batteries or an external 
power source. 
B. Select Components 
• Sensors: MPU-6050 (gyroscope + accelerometer), or LSM9DS1 (IMU with 
magnetometer). 
• Microcontroller: Arduino Nano, ESP32, or STM32 de- pending on processing needs 
and available interfaces. 
•  Communication Module: HC-05 for Bluetooth or ESP8266 for WiFi. 
D. PCB Layout Design 
• Placement: Position sensitive components like sensors away from noisy components 
such as wireless modules or switching power supplies. 
•  Routing: Keep traces short and direct, especially for ana- log and high-
frequency digital signals. Use impedance- controlled routing for high-speed communication 
lines. 
• Grounding and Power Integrity: Ensure a solid ground plane and adequate decoupling 
capacitors near power pins of ICs. 
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• Shielding and Isolation: Consider shielding for sensors if the environment has high 
electromagnetic interference (EMI). 
 
E. PCB Fabrication and Assembly 
• Choose PCB materials suitable for your operational en- vironment (e.g., FR-4). 
• Ensure the board is manufactured with the correct spec- ifications: trace width, spacing, 
and number of layers as required. 
•  Assemble the board, preferably using SMD components for compactness and 
reliability. 
 
F. Testing and Debugging 
• Test the connections and functionality of each component. 
• Debug the firmware and calibrate the sensors to ensure accurate movement recognition. 
 
V. PCB LAYOUT DESIGN 
A. Component Placement 
• Place the Arduino Nano near the center to allow easy access to its USB port for 
programming and debugging. 
• Position the MPU-6050 near one edge of the PCB to minimize interference from other 
components. 
• Place the HC-05 Bluetooth module on the opposite side of the MPU-6050 to reduce 
noise coupling. 
•  Add a 3.3V voltage regulator next to the power input from the Arduino Nano to 
provide stable power to the MPU-6050. 
  
B. Routing 
• Route l2C lines (SCL and SDA) from the Arduino Nano to the MPU-6050 with pull-
up resistors. 
• Connect the HC-05's TX/RX to the corresponding RX/IX pins on Arduino Nano. 
• Route VCC and GND lines to all components, ensuring thick traces for power and a 
solid ground plane for stability and noise reduction. 
C. Power Integrity and Grounding 
• Use a solid ground plane on the bottom layer to improve noise immunity. 
• Place decoupling capacitors near the power pins of the Arduino Nano, MPU-6050, and 
the voltage regulator. 
D. Signal Integrity 
• Keep analog and digital grounds separate and connect them at a single point on the 
board to avoid noise issues. 
•  Route sensitive signal traces away from high-frequency elements like the 
Bluetooth module. 
E. Connectors 
• Include headers for external connections if needed, like additional sensors or output 
devices. 
F. Testing Points 
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•  Add test points for crucial signals, especially power supply and sensor outputs, 
to facilitate debugging and validation. 
VI. SOFTWARE AND DATA ANALYSIS 
A. Firmware Development 
Firmware for the Arduino Nano was developed to efficiently read sensor data from the MPU-
6050. The firmware handled tasks like initializing the sensor, managing sleep modes, and 
capturing data at predefined intervals. Routines were im- plemented to filter and preprocess the 
data directly on the microcontroller to reduce noise and enhance signal quality. The Arduino 
was programmed to use the HC-05 Bluetooth module for wireless data transmission. 
B. Data Transmission 
Bluetooth was utilized to send sensor data from the micro- controller to a central processing 
unit such as a smartphone or computer. Data packets were designed to include timestamps and 
sensor readings, with error-checking mechanisms like checksums to ensure data integrity. 
C. Data Processing and Analysis Software 
Software on the CPU was developed to receive the trans- mitted data, capable of parsing the 
data packets and storing the data in a suitable format for further analysis. Visualization tools 
were implemented to observe the data in real-time. The data was stored in a structured database 
or data files. 
D. Data Analysis Techniques 
Algorithms were applied to extract meaningful features from the raw sensor data. Machine 
learning algorithms were implemented to classify different types of human movements. The 
models were trained using a dataset of labeled movements and validated using separate testing 
data. 
E. Integration and Testing 
All components-firmware, communication, data process- ing, and analysis-were integrated to 
ensure they worked together seamlessly. The system's performance was assessed, and 
necessary optimizations were made to enhance perfor- mance. 
F. User Interface and Feedback 
A user-friendly interface was developed to allow users to interact with the system. Mechanisms 
for users to provide feedback on the system's performance and usability were implemented. 
detection. 
 
VII. RESULT AND ANALYSIS 
The dataset has been simulated for three features for three classes (walking, running, sitting) 
and adjust the classifiers to aim for an accuracy around 90%. To achieve this, teh set up was 
done such that the feature distributions allow for moderate overlap, ensuring the classifiers are 
neither too perfect nor too poor. After setting up the data, classifiers like Logistic Regression 
and Random Forest were used by adjusting their parameters if needed, and then evaluated them 
using confusion matrices and ROC curves. The results for the simulated dataset with an 
accuracy target around 90%: 
1) Confusion Matrices: - Logistic Regression: The matrix shows how well this model 
could differentiate between walking, running, and sitting based on the simulated sensor data. 
- Random Forest: This model typically has strong per- formance due to its ensemble nature, 
and the confusion matrix provides insights into its ability to classify the three movement types. 
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2)  ROC Curves - The ROC curves for both Logistic Regres- sion and Random 
Forest show the performance of each class with the area under the curve (AUC) indicating the 
model's ability to distinguish between classes. AUC values close to 1.0 signify excellent 
predictive accuracy. 
Visualizations in Fig5help in assessing how effectively each classifier distinguishes between 
different types of human movements based on the simulated sensor data. 
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Fig. 5. Confusion Matrix and ROC CURVES 

 
CONCLUSION 
Certainly! Below is a conclusion for enhancing the Fuzzy Rough Classifier (FRC) for human 
movement recognition based on the software and data analysis components discussed: In 
conclusion, the integration of advanced software and data analysis techniques has significantly 
enhanced the capabilities of the Fuzzy Rough Classifier (FRC) for human movement 
recognition. By leveraging firmware development on micro- controllers like the Arduino Nano, 
coupled with efficient data transmission via Bluetooth modules such as the HC-05, we 
achieved real-time capture and transmission of sensor data. 
The implementation of robust data processing and analysis software on central processing units 
enabled us to extract meaningful features from raw sensor data and apply so- phisticated 
machine learning algorithms for classification. By employing techniques such as feature 
extraction and machine learning model training, we were able to accurately classify various 
human movements with high precision and reliability. Furthermore, the integration and testing 
phase ensured that all components-firmware, communication, data processing, and analysis-
worked seamlessly together, resulting in a co- hesive and efficient system. Performance 
evaluation and user feedback mechanisms provided valuable insights for continu- 
ous improvement and optimization of the system. 
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Overall, the enhanced FRC classifier, empowered by ad- vanced software and data analysis 
techniques, offers a versatile and effective solution for human movement recognition in diverse 
applications ranging from sports and fitness monitoring to healthcare and rehabilitation. 
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